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User query
“What do employees think of Best Buy?”

Large Language Model (LLM)

Generic response typically out of context

“As a neutral Al, I've gathered information from
various sources, including employee reviews,
ratings, and feedback from websites like
Glassdoor, Indeed, and indeed.com ... *
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Explicitly provide context to a large language model:

User query
“What do employees think of Best Buy?”

>

Similarity match

LLM

Relevant documents
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eg: Reddit dataset

All documents

Generate in-context response
“The opinions of Best Buy employers regarding the company
seem to be mixed. Some employees express concerns about
the company's focus on sales goals over employee welfare, ...”
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Generate in-context response
Information Retrieval System “The opinions of Best Buy employers regarding the company
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the company's focus on sales goals over employee welfare, ...”




Objective

User query
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All documents

Context

Build an information retrieval system that can, given a user's query,

 |dentify the most relevant content in the provided Reddit dataset
* Rank the retrieved content

Assessment of the retrieval system

* A quantitative measure of the performance of the retrieval methods



Dataset

Reddit dataset comprising of > 5.5M posts
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é ey r/BestBuyWorkers « 1 yr. ago

uwuwooper

Thoughts on store leadership blatantly disregarding VPL SOP
C text It seems like a common thing for BBY Store leadership to not even care about VPL SOP at all. Speaking as a former T
ontex Mobile VPL and soon to be former ATT VPL. Similar experiences at all? Scrolled through the handbook today and was
amazed at all the extra work I've been doing.
\_ All documents
- ¢ [(J2 T, Share
Single comment thread See full discussion
Relevant context: BestBuyWorkers subreddit (5629 entries |
comprised of submissions and comments + metadata) ‘@ uwuwooper OP - Ty ago

| understand that aspect. My post isn't complaining about customers at all. I've never denied a customer
assistance. |'ve always either answered their questions the best | could, or hand them off to a coworker from said
department.

{'aware post type': 'comment',
'aware created ts': '2023-01-23T11:20:15",
'reddit id': 'jSkobrh',

The main take away from this post is that leadership disregards SOP when it benefits them and offloads extra
responsibilities onto VPLs.

'reddit name': 'tl j5k65rh’', V1 & CReply I share

'reddit created utc': 1674490815,

'reddit author': 'uwuwooper',

'reddit text': "I understand that aspect. My post 1sn't complaining about customers at all. I've never deniled

a customer assistance. I've always eilither answered thelr questions the best I could, or hand them off to a
coworker from said department.\n\nThe main take away from this post is that leadership disregards SOP when it
benefits them and offloads extra responsibilities onto VPLs.",

'reddit permalink': '/r/BestBuyWorkers/comments/10i9%ao0/thoughts on store leadership blatantly/j5ké5rh/"',

'reddit title': None,

'reddit url': None,

'reddit subreddit': 'BestBuyWorkers',

reddit link id t3 1019%a00

'reddit parent id': 'tl j5jweod’',

'reddit submission': '1019%a00'}



Retrieval Pipeline and the
Evaluation Dataset
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Preprocessing
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* Concatenate title and text field \
» Split (varying chunk size, overlap)
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 Random sample
* Generate user queries \_
e Label sampled docs
e Humans
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* Vectorise via an embedding model Indexing
* Load vectors in a vector database
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Ret”e_val » Pick documents by cosine distance
Quality
Scores:
Recall, Retrieval
Precision, F1 \
. J

[Sample user quera




C

 Embedding models
*all-mpnet-base-vl
egtr—-tb-large
* Paraphrase—-mpnet-base-vZ
e all-distilroberta-vil
* OpenAl

* \/ectorstores
* Odrant
* ChromaDB
® I'AISS

 Advanced Retrieval Methods:
e Clustering
e Advanced 1ndexing
e Multi—-querying

\..

Retrieval
Quality
Scores:
Recall,

Precision, F1

* Vectorise via an embedding model Indexing

e Load vectors in a vector database

+ Cosine distance b/w query & documents @D

* Pick documents by cosine distance
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Retrieval

e

[Sample user quera
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What do Best Buy employees
think of the company?

What are the most common
reasons for employees to
leave Best Buy?

Question

Label
Bl Irrelevant
Bl Relevant

Do employees feel understaffed?

90 Randomly Sampled
Comments/Submissions

Human Labeled
Relevance for 3 Sample
Questions



Quality Evaluation for Different Embeddings

F1 Score
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Some Advanced Pipelines and
Explorations
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Clustering

Chunk,

vectorise, -

store inV.§ Retrieval Stage 2

'\1
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Evaluation dataset |
\ J
Cluster chunks by
their vectors
r - - - .
Clustered Embeddings
|
.

Search through documents of
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Retrieval Stage 1

Store centroids in
VS’

User Query
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Relevant Documents
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o Slight improvements

o More efficient search

o Requires regular updates
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Multi-Query
Baseline RAG

User query
“What do employees think of Best Buy?” g

User Query

N

Relevant docs

RAG with multi-query

n

A

User query

“What do employees think of
Best Buy?”

Combine them

Top similarity scores
over all docs

LLM "

T~

Relevant docs
Generate multiple queries

* Best Buy employee satisfaction?
 Best Buy employee reviews?
e Best Buy work environment

User Query



Count

Evaluation: Multi-Query
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Multi-Vector Indexing

Vector Store

k Document
. « User Query
@ summaries
LLM Unique id (metadata) for original
document and summarised document

All documents

Document Store Relevant documents



Count

Evaluation: Multi-Vector Indexing
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Conclusions

1. Created an end-to-end Retrieval Augmented Generation pipeline for Reddit data
2. Devised methodologies to evaluate different retrieval pipelines

* Prepared evaluation dataset from raw data (Human and LLM labels)

* Evaluation metrics: precision, recall, F1

3. The different pipelines included: Naive RAG (baseline retriever), Cluster embeddings,
Multi-query and Multi-indexing

* Evaluation metrics indicate advanced retrieval methods perform better than the
baseline
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X Deploy

Select a sub-reddit:

S . Retrival Agumented Generation Streamilit app

Retriever Configuration:
What do employees think of BestBuy?

Search parameters: C h at | nterface
search_type k: score_threshold : Source Documents:
simil... v 3 0.00

What is your opinion on Best Buy currently.

P Option to select from distinct
Select LLM for generation: | “ sSuU b red d Its

| used to work for Best Buy TWICE. The first time was the best, managers were great, we were there

llama3-70b-8192 v
for customers and had fun while being the best. Everyone loved each other.
Groq API Key https://www.reddit.com/r/BestBuyWorkers/commen . . . .
| | Flexible retreiver configurations
AR AL LA L S A A L Ll Al Ll Ll Al bl Ll s bl Ll bl Ll sl bl Lyl Ll 0
Don’t listen to this guy, | work there and the team environment is outstanding everyone stands
around talking to each other and let’s the antisocial people ring up the customers. You'll enjoy Best
Prompt Template for Generation: Buy

Option to choose from best
Answer the following question based only on https://www.reddit.com/r/BestBuyWorkers/commen . .
the provided context. If relevant context is not Open source LLMS (InCIUdlng

present reply with no relevant context present: th e |ateSt LI dm 33) h OSted on
Based on the provided context, it seems that opinions about Best Buy among employees are Groq CIOUd

<context> mixed. One former employee had a positive experience, mentioning that managers were great
{c/ontixtx}b and the team had fun while focusing on customer service. On the other hand, a current employee
</conte

has a contrasting view, stating that the team environment is outstanding, but also implying that
Question: {input} some employees are antisocial and leave customer service to others.

Custom prompt template
option for generating
summarised answers
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