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How can you gather
insights from online
discourse to
improve your
products and
company?




Can google review comments accurately
predict consumer ratings?
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Training models on imbalanced datasets of google
reviews to accurately predict consumer ratings:
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Skewed Distribution of Google Review Ratings
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Which Model Classifies Best? Comparing Accuracy Across Different Models
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Under sampled data classifies better when evaluating accuracy confusion matrices

model:

Original Sample F—0.7292 Under Sampled r=0.8045

True Label
True Label

1 2 3 B 5

Predicted Label Predicted Label

27



Training models on imbalanced datasets of google reviews can predict
consumer ratings:
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Practical Contributions

® [everaged under sampling to train models that preserve contextual integrity
and computational efficiency

® Discovered the importance of evaluating model performance beyond
common metrics (i.e., accuracy)
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& Future Directions

® alternative dataset source: test with data that has no ratings (i.e.,
reddit) & a different company

® alternative metrics: accuracy doesn't tell the full story of the
model performance
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Thankéyou!



