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Overview

Datasets - LibriSpeech, MUSDB18
CycleGAN (Generative Adversarial Network)
Training behavior

Result - an interesting “vocoder” effect
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Losses:
- Blnary CrpSS Entropy (Dlsl(:rlmlnator) Photo from https://hardikbansal.github.io/Cycle GANBlog/
- Adversarial Loss (Discriminator & Generator)
- Cycle Loss

ldentity Loss
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Loss Tuning

Identity Loss

Cycle Loss: 1

Cycle Loss: 0.001

0 Generated Vocals: Generated Vocals:
silent melodic tones, no words
Generated Vocals:
0.001 No data identical to input
Generated Vocals:
0.00001 No data words with tone changed




Discriminator and Adversarial Losses
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The discriminators improved rapidly.

We froze the discriminators while the generators caught up.
Adversarial loss steadily improved over the course of training.




Cycle and Identity Losses
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Cycle and identity losses decreased steadily.
As expected: cycle loss < identity loss




