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Motivation

Problem: 

- Generative AI systems produce responses by 
utilizing the most pertinent data at their disposal. 

- Where does this relevant data come from? How 
applicable is it to the specific context?

Goal:

- Developing a rapid delivery system utilizing external 
contextual reference data.

- Capable of efficiently searching through and ranking 
over millions of text in response to user queries. 

- Having mechanisms for assessing the qualitative 
performance of the retrieval outputs.

Figure: Hallucinating LLMs, 
produced by ChatGPT 4



Data
Aware dataset:

- 5 million public Reddit submissions and comments, 
with 21 subreddits

Challenge: accurately match the comments with submissions

Created a submission-based dataframe with 20613 observations



We test three embeddings 
for our RAG system.

All three show similar 
degrees of 2D separation 
when subreddits topics are 
more diverse (top panel) and 
when subreddit topics are 
more similar (bottom panel).

We use “all-MiniLM-L6-v2” 
for our embeddings due to 
its small size and fast 
performance.

Visualizing Embeddings 
with t-SNE



Outline of Pipeline

Reddit Submissions: 
title, text, subreddit LanceDB

Top N 
comments 



Retrieval approach

● For each submission   , encode its “reddit_title [SEP] reddit_text # subreddit” to obtain a 
vector     .

● Given a query   , use the same embedding to encode it to obtain a vector    .

● Use KNN to find                          , the     submissions closest to     . 

● Return the most upvoted comments (contexts)                     of the submissions                    

● We evaluated the model with embedding = “all-miniLM-L6-v2” and           .



Evaluation

Answers generated by llama 3-8B with contexts given by our RAG system 

Answers generated by llama 3-8B with no contexts



Discussion and Next Steps

Use complete documents and experiment with different chunk sizes

Explore alternative metrics

Define an “I don’t know” threshold on the RAG side of the model



Thank you Erdös and Aware!

We want to give a big thank you for this wonderful 
opportunity to learn and improve our data science skills!


